
OPTOELECTRONICS AND ADVANCED MATERIALS – RAPID COMMUNICATIONS        Vol. 9, No. 11-12, Nov. – Dec. 2015, p. 1362 - 1368  

 

  

A novel feature selection method for image classification  

 
D. ASIR ANTONY GNANA SINGH

a
. S. APPAVU ALIAS BALAMURUGAN

b
, E. JEBAMALAR LEAVLINE

c
 

 

a
Department of Computer Science and Engineering, Anna University, BIT Campus, Tiruchirappalli – 620 024, Tamilnadu, 

India 
b
Department of Department of Information Technology, K.L.N College of Information Technology, Sivagangai-630 611, 

Tamilnadu, India 
c
Department of Electronics and Communication Engineering, Anna University, BIT Campus, Tiruchirappalli – 620 024,  

Tamilnadu, India 

 

 

 
Image classification plays a significant role in pattern recognition. In the recent past, due to the advancements in imaging 
technology, massive data are being generated through various image acquisition techniques. Classifying these massive 
images is a challenging task among the researchers. This paper presents a novel feature selection method to improve the 
performance of image classification. The performance of the proposed method is tested on the publically available real 
image dataset and compared with various state-of-the-art feature selection methods. The experimental results show that 
the proposed method outperforms the other state-of-the-art methods.   
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1. Introduction 
 

Image recognition is an attractive area in various 

fields such as engineering, medical, social, economical and 

etc. to extract the knowledge from the images that are ac-

quired through various image capturing devices such as 

digital camera, x-ray, ultrasound, spectroscope, optical 

coherent tomography (OCT), positron emission tomogra-

phy (PET), computed tomography (CT), magnetic reso-

nance imaging (MRI), positron emission tomogra-

phy–computed tomography (PET-CT) and etc. [1]. The 

image recognizing mechanisms struggle in image classifi-

cation due to the high dimensional (feature) space of the 

images. The high dimensional space degrades the perfor-

mance of the image classification in terms of accuracy and 

time to build the classification model since it contains ir-

relevant and redundant features. Therefore, feature selec-

tion is employed to reduce the number of features extract-

ed from the images by removing the irrelevant and redun-

dant features. In image classification or image recognition, 

the classification algorithm is employed to build the classi-

fier by learning the feature space of the image dataset with 

the class attribute. Then the classifier is used to recognize 

or predict the label of the unidentified or unlabeled images.  

The feature selection is classified into four categories 

namely wrapper, embedded, filter and hybrid approaches. 

The wrapper approach uses the supervised learning algo-

rithm or classification algorithm to evaluate the signifi-

cance of the feature subsets. This is computationally ex-

pensive since it adopts the supervised learning algorithm 

and has poor generality as it gives higher classification 

accuracy only for the particular classification algorithm 

that is used in the feature selection process. Embedded 

method uses a part of the supervised learning algorithm for 

selecting the features and also be computationally expen-

sive since it uses the supervised learning algorithm. How-

ever, it is computationally cheaper than the wrapper ap-

proach. The filter method uses any one of the statistical 

measures for selecting the significant features regardless of 

the classification algorithm. Therefore, the filter approach 

is computationally cheaper and offers higher generality. 

The hybrid approach is a combination of wrapper and filter 

approaches [2]. 

This paper proposes a novel computationally cheaper 

filtered-based feature selection method namely ranking 

with clustering based feature selection (RCFS) with high 

generality to improve the performance of the classifier for 

image classification. The performance of the proposed 

method is statistically analyzed and compared with various 

state-of-the-art feature selection methods on various re-

al-world image datasets. The results show that the pro-

posed method is more promising than other methods com-

pared. 

 

2. Related works 
 

This section reviews the research works that are re-

lated to the proposed method. In the feature selection liter-

ature, some researchers have succeeded in effectively re-

moving the irrelevant features but failed to handle the re-

dundant features [3]. On the other hand, few researchers 

dealt with removing the irrelevant features and redundant 

features [4].  

The process of feature selection aimed at choosing 

the relevant features. The best example is Relief [5] that 

was developed with the distance-based metric function that 
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weights each feature based on their relevance (correlation) 

with the target class. However, Relief is ineffective as it 

can handle only two-class problems. The modified version 

of the Relief known as ReliefF [6] handled the multi-class 

problems and dealt with incomplete and noisy datasets, but 

it failed to reduce the redundant features. Holte [7] devel-

oped a rule-based attribute selection known as OneR which 

forms one rule for each feature and selects the rule with the 

smallest error.  

R. Battiti et al. [8] developed a mutual infor-

mation-based feature selection method (MIFS). In this 

method, mutual information measure is used to determine 

the relevancy between the individual feature and the target 

class. The attributes having similar information are con-

sidered as the redundant features that are to be removed. 

Fleuret et al. [9] presented a feature selection scheme 

namely conditional mutual info maximization (CMIM) that 

recursively chooses the features that have maximum mutu-

al information with the target class for classification. Lin 

and X. Tang [10] introduced an information theory-based 

conditional infomax feature extraction (CIFE) algorithm to 

measure the class-relevancy and redundancy for feature 

selection. Gavin Brown et al. used the conditional redun-

dancy (CondRed) [11] metric for selecting the significant 

features from the dataset.  

From the literatures, it is observed that some of the 

feature selection methods do not treat the redundant fea-

tures and some of them use the same selection criteria for 

redundant and relevant feature identification. Therefore, 

they are not able to produce better accuracy for the classi-

fication algorithms.   

In order to overcome these limitations, the proposed 

RCFS method adopts the computationally cheaper high 

generality filter approach. RCFS has two different mecha-

nisms for relevancy and redundancy analysis with two dif-

ferent feature selection metrics. The first metric is the 

symmetric uncertainty measure that weights each feature 

with respect to the correlation between the individual fea-

ture and target class, and then the weighted features are 

ranked to aid relevancy analysis. The second metric is the 

feature similarity measure that performs redundancy analy-

sis using clustering technique. The proposed method also 

takes the advantages of k-mean clustering such as scalabil-

ity and simplicity [12]. Thus, the proposed feature selec-

tion approach is scalable, simple, and more generic with 

less computational and space complexity. Further, it per-

forms both relevancy and redundancy analysis for selecting 

optimal set of significant features from an image dataset so 

as to improve the performance of the classifiers.   

 

3. Ranking with clustering based feature se-

lection (RCFS)   
 

The presence of irrelevant and redundant features in 

a training image dataset degrades the performance of the 

classification algorithm by deteriorating the classification 

accuracy and increasing the time to build classification 

model [13]. Therefore, the proposed work aims to elimi-

nate the irrelevant and redundant features in order to im-

prove the classifier performance. The proposed RCFS al-

gorithm is developed with two phases: (1) Removal of 

irrelevant features and (2) Removal of redundant features 

from the training dataset. 

 

3.1 Definitions and theoretical background 

 

In order to give a better insight to the readers about 

the proposed algorithm, the following definitions accord-

ing to John et al. [14] are presented. Let X denote a full 

set of features of the dataset D , and 
iX  be a feature 

i.e. XXi  , }{XXZ ii   and
ii

' ZZ  . Assume
'

iz , 

ix  and c  are the assigned value of '

iZ , 
iX , and the 

target class C ,respectively. 

Definition 1. Dataset:  The dataset D contains N number 

of features Xi and one target class C denoted as D = (X, C) 

where X = {X1, X2, ..., XN }, where N is total number of 

features and C is the target class attribute of D. 

Definition 2. Feature Relevancy:  Feature 
iX  is rele-

vant to the target class C  iff there exist the assigned 

values
'

iz , ix  and c  for which 0)xX,zp(Z ii

'

i

'

i  ,  

)zZ|cp(C)xX,zZ|cp(C ''

iiii
''

i i .   

Definition 3. Feature Irrelevancy: Feature
iX is irrelevant 

to the target class C  iff it is not relevant. The redundant 

features contain the information which is present in other 

features and hence, they do not participate in producing 

better accuracy to predict the target class C  of the unla-

beled instance and make confusion to the classifier. The 

redundant features are defined with Markov blanket ac-

cording to Yu and liu [15] as follows. 

Definition 4. Markov blanket: If a feature XXi  , and 

),MX(XM iii   then the 
iM  is said to be a 

Markov blanket for 
iX iff   

)M|C},{XMp(X)M,X|C},{XMp(X iiiiii i  
Definition 5.Feature Redundancy: Assume a feature set 

X  and if XXi  a redundant feature iff it has a Markov 

blanket within X . 

Definition 6. Symmetric Uncertainty and Information 

Gain: The mutual information (MI) is a nonlinear estima-

tion that measures the mutual dependency (i.e. correlation) 

of a feature and the target class or the mutual dependency 

between the features. The symmetric uncertainty (SU) 

measure [16] was developed using MI and standardized to 

calculate the entropy measure among the features or be-

tween the feature and target class. Many researchers used 

this SU to determine the significant features for classifica-

tion applications [17] [18]. In the proposed algorithm 

RCFS, SU is used to measure the correlation or depend-

ency between the feature and target class as expressed in 

Equation (1).   

                                       

      H ( Y )H ( X )

Y)|Gain(X2
Y)SU(X,




             (1) 

where H(X)denotes the entropy of a discrete random var-
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iable X . Assuming the prior probabilities p(x) for the 

possible values of variable X , H(X) is expressed as in 

the Equation (2). 

  

  




Xx

2p(x)p(x)logH(X)            (2) 

The SU of two variables Xi and Xj is represented as the 

δ(Xi,Xj) where i≠j. Gain(X|Y) represents the decrease in 

the entropy of Y and reveals the information about Y given 

X. This is known as information gain (IG) which is ex-

pressed in Equation (3)  

 

   X)|H(YH(Y)

Y)|H(XH(X)Y)|Gain(X




            (3) 

 

where Y)|H(X denotes the conditional entropy that rep-

resents the uncertainty (i.e. remaining entropy) of a given 

random variable X with the known value of  the other 

random variable Y . Assume p(x) is the prior probabil-

ity for the possible values of X  and y)|p(x  is the pos-

terior probability of the random variable X  given the 

values of Y , then Y)|H(X  is expressed as in Equa-

tion (4). 

y)|p(xy)log|p(xp(y)Y)|H(X
Xx

2

Yy






 

(4) 

 

The specialty of the IG measure is that it is symmetric 

in nature, i.e., IG value of X  after determining Y is the 

same as IG value of Y after determining X . Therefore, 

the IG measure is not affected by the order of a pair of 

variables i.e., X)IG(Y,Y)IG(X,  . IG tolerates the bias 

caused due to many variables by normalizing the values 

between 0 and 1. The value 1 denotes that the known value 

of a variable absolutely predicts the value of another vari-

able. The value 0 denotes that the two variables are inde-

pendent.  

It is worth mentioning that the relevant features do 

have a strong correlation with the target class (i.e. de-

pendent on the target class), but the redundant features do 

not. However, the redundant features have a correlation 

with other features (i.e. dependent on the feature). Hence, 

the irrelevant and redundant features are identified and 

eliminated. The C- Relevancy and F-Relevancy are defined 

as follows: 

Definition 7. C-Relevancy: The relevancy (i.e. correlation) 

between the feature Xi and the target class C, is denoted as  

H(C)H(X)

C)|Gain(X2
C),SU(X=α ii




  where αi   is the 

C-Relevancy weight of feature Xi such that i ≤ N, where is 

the total number of features of  dataset D.   

Definition 8. F-Similarity: The similarity between any two 

features Xi and Xj based on the Euclidean distance meas-

ure that is denoted as )'X)(XX(Xβ jijiij    

where i≠j. 

 

 

3.2 RCFS Algorithm  

 

The proposed RCFS algorithm is designed with two 

phases. In the first phase, the irrelevant features are re-

moved by selecting the relevancy measure symmetric un-

certainty with a threshold value from a given image dataset 

D. In the second phase, the selected relevant features are 

grouped as K number of clusters, then the clus-

ter-representative-features are selected from each cluster 

using the relevancy measure. Thus, the selected significant 

features are obtained by combining the clus-

ter-representative-features of each cluster.  

 

Algorithm: RCFS  

Input:  D, K, Γ // D is image dataset, K is number of 

clusters and Γ is the number of                             

features to be selected 

Output:  Slist  //  Slist  contains Γ number of selected 

significant features from image dataset D  

 

====== Phase 1 Removal of irrelevant features ====== 

Steps:  

-- Calculate the C-Relevancy weight of each Xi of D -- 

(1) begin  

(2) for i=1 to N do begin // N is the total number of fea-

tures in D   

(3) αi=SU(Xi,C) // Calculate C-Relevance weight αi of i
th

 

feature Xi  

(4) store i and αi in the array SX as SX[i, αi] // i is the fea-

ture index     

(5) end for 

-- Rank all the Xi of D based on C-Relevancy weight -- 

(6)  RX= Rank(SX) //Sort the feature index i based on the 

weight αi in descending order        

-- Select top β number of ranked Xi of D as C-relevant 

features for feature-cluster formation -- 

(7) for j=1 to β do begin    

(8) Rlist[j]=XRX[j]  

(9) end for 

//Select top β numbers of features as relevant features from  

the sorted array RX and append them to Rlist 

====== Phase 2 Removal of redundant features ====== 

-- Feature-cluster formation -- 

(10) randomly choose K features from Rlist as the initial 

cluster- centers  

(11) compute F-similarity between each feature and 

each cluster-center.  

(12) do batch_ update //Assign each feature to the clus-

ter with the maximum F-similarity to the cluster-center. 

(13)  do online_ update //Individually assign features to 

a different cluster-center if the reassignment decreases 

the sum of the within-cluster F-similarities, 

sum-of-squares of feature to cluster-center F-similarities. 

(14)  compute the average of the features in each clus-

ter to obtain K new cluster-center locations. 

(15) do again  step 10 to 13 until no change in cluster 

assignments or the stopping criteria are met. 

(16) return FC //FC={fc1,fc2,...fcK} where fci is i
th

 fea-

ture-cluster (i.e fci is the array of features of i
th

 cluster)   
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-- Select the C-relevant class-representative-feature from 

each feature-cluster fci of FC -- 

(17)  calculate  C-Relevancy weight of each Xi of 

each fci (using step 1 to step 9) 

(18) If  (each fci  has same number of features)  

(19) then select the top ranked λ number of features 

from any one of the fci and select the top ranked η  

number of features from other fci and append to Slist.  // 

η=floor(Γ/K) and λ= η +Γ– (η×K ) 

(20) else select the top ranked λ number of features  

from the fci which has more number of features compared 

to others and select the top ranked η number of features 

from other fci and append to Slist.   

(21) return Slist // Slist  is the selected Γ number of sig-

nificant feature from D. 
 

 

3.2.1 Algorithm description 

 

This algorithm receives the training image dataset D 

which contains features from Xi to XN where N is the total 

number of features with the target class C. C-Relevancy 

weight αi of each feature Xi of D is calculated (Definition 7) 

and these weighted features are kept in a two dimensional 

array SX with their αi. The weighed features in SX are 

ranked based on their weight αi and stored in RX. The top 

β number of ranked features from RX are selected and 

stored in Rlist. These selected features are known as select-

ed C-relevant features (The features most relevant to the 

target class than other features) of the original image da-

taset D. Thus, the irrelevant features are removed from the 

original image dataset D. 

Secondly, to remove the redundant features from the 

C-Relevant features Rlist, K number of feature-clusters fci 

(group of similar features) are formed from the Rlist. In 

order to form the feature-clusters, K features are chosen at 

random from Rlist as the initial cluster-centers, and then the 

F-similarity (Definition 8) is calculated between the feature 

and cluster-center for all features to each cluster-center. 

Then, Batch_update is preformed i.e., assignment of each 

feature to the cluster with the maximum F-similarity to the 

cluster-center. Online_update is then performed by inde-

pendently assigning features to a different cluster-center if 

the reassignment decreases the sum of the within-cluster 

F-similarity and sum-of-squares feature to cluster-center 

F-similarity. The average of the features is computed in 

each cluster to obtain K new cluster-center locations. This 

process is repeated until no change in cluster assignments 

or the maximum number of iterations is reached. Thus, the 

K number of feature-clusters fci are combined together as 

FC where FC={fc1,fc2,...,fck} and  fc={X1k,X2k,...,Xnk} 

and Xnk  is the n
th

 feature of the k
th

 feature-cluster of FC. 

In order to select the C-relevant clus-

ter-representative-features (the features more relevant to 

the target class than other features in a feature-cluster) 

from each feature-cluster, the C-relevancy thresholds η and 

λ are used where η = floor (Γ/K) and λ = η +Γ– (η×K). 

Initially, all the fci are checked whether all the fci have 

same number of features or not. If so, select the λ number 

of features from any one of the fci and η number of fea-

tures from other fci and append to Slist. If not, select λ 

number of features from the fci which has the maximum 

number of features than other fci and η number of features 

from other fci and appended to Slist where 

Slist={X1,X2,...,XΓ} is a set of selected Γ number of signif-

icant features from the given training image dataset D. 

 

 

3.3 Time complexity analysis  

 

The major computational effort of the proposed 

RCFS algorithm involves the computation of C-Relevancy 

and F-Similarity for a given image dataset D. The first 

phase of the algorithm has a linear complexity O(N) in 

terms of the number of features N, assuming that β features 

(1≤ β ≤ N) are selected as C-relevant features in the first 

phase. In the second phase, K number of feature-clusters 

are formed from β number of C-relevant features and the 

complexity involved is O(nβKI) where n is the number of 

objects, β is the number of C-relevant features to be clus-

tered, K is the number of feature-clusters, I is the number 

of iterations until there occurs convergence of clustering. 

Then, Γ number of C-relevant clus-

ter-representative-features are chosen from all the K fea-

ture-clusters with the complexity of O(β) where the β is the 

number of C-relevant features that form K clusters. Thus, 

when 1<K≤N, the complexity of the algorithm is O(N+β 

(nKI+1)). In phase 1, β is calculated as N/log10N, and 

hence the complexity of the algorithm becomes 

O(N+(N/log10N)(nKI+1)). Since nKI>>1, the complexity 

can be reduced to O(N+((N/log10N)(nKI))) = 

O(N(1+(nKI/log10N))) ≈ O(NnKI/log10N). It is obvious 

that the algorithm has linear complexity in terms of the 

number of features N, number of objects n, number of fea-

ture-clusters K, and the number of iterations I. In general, 

K and I are far less when compared to N and n. Hence, the 

complexity can be further approximated as O(Nn/ log10N). 

Assuming N>>n for high-dimensional data, the computa-

tional complexity involved reduces to O(N/log10N). 

 

 

4. Implementation and experimental setup    

 

The proposed method is implemented and the experi-

ments are conducted using the MATLAB12b software 

environment with the system specification as Processor: 

Intel® Core™ 2 CPU T5300 @ 1.73GHz, Memory 

(RAM): 4 GB and Operating system: 32-bit Windows vista 

Home Premium. The performance of the proposed RCFS 

is analyzed on the high-dimensional image datasets of face 

detection and object recognition as tabulated in Table 1.  
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Table 1. Details of image datasets 

 

Dataset Features Instances Classes 

ORL10P
1
 10304 100 10 

PIX10P
1
 10000 100 10 

PIE10P
1
 2420 210 10 

AR10P
1
 2400 130 10 

ORL_32x32
2
 1024 400 40 

Yale_64x64
2
 4096 165 15 

COIL20
2
 1024 1440 20 

1 = http://featureselection.asu.edu/datasets/ 
2= http://www.cad.zju.edu.cn/home/dengcai/Data/ 

 

 

Three different classification algorithms namely 

probabilistic-based Naïve Bayes (NB) classifier [19], 

tree-based classifier J48 [20], and instance-based classifier 

(kNN) [21] are used to evaluate the performance of RCFS 

in terms of accuracy and runtime. Further, the performance 

of the proposed RCFS is compared with the 6 

state-of-the-art feature selection methods as discussed in 

Section 2 namely OneR [7], ReliefF [6], MIFS [8], CMIM 

[9], CIFE [10], and CondRed [11].   

 

 

4.1 Experimental procedure 

 

In RCFS, the C-relevancy threshold β is set as 

N/10log10N features where N is the total number of fea-

tures present in a training image dataset D, as presented in 

the literature [22]. For the proposed method RCFS, the 

number of clusters K is set as 4. For the experimental steps, 

initially the dataset is given to the respective features se-

lection method and the Γ numbers of features are selected 

then the runtime is noted and the selected features are giv-

en to the classification algorithm for obtaining the accura-

cy. In order to get the stable results, the entire experi-

mental steps are repeated 5 times and the obtained results 

of runtime to select the Γ number of significant features by 

each feature selection method and accuracy of each classi-

fier for Γ number of selected significant features are aver-

aged for each image dataset. The average classification 

accuracy is obtained by 10 runs of the classification algo-

rithm with the 10-fold cross validation procedure.  

 

 

 4.2 Sensitivity analysis   

In order to statistically analyze the performance of 

the state-of-the-art feature selection methods on the image 

datasets in terms of classification accuracy, the following 

statistical tests are conducted. The Friedman test [23] is 

performed with the null hypothesis that “all the methods 

perform equivalently”. If the result of Friedman test p=0, 

at α=0.10 where p is the probability that the null hypothe-

sis is accepted and α is the level of significance, the null 

hypothesis rejected, that means the algorithms compared 

are statistically different. In that case, the post-hoc Ne-

menyi test [24] is conducted to identify the algorithms that 

statistically differ in performance with α=0.10. The Ne-

menyi test ranks the feature selection methods with mean 

value and compares the methods in pairwise based on the 

critical distance (CD) as given in Equation (5)  

 

N

kk
CD q

6

)1( 



           (5) 

 

where q is fixed as the Studentzed range statistic divided  

by 2 . If any two methods are significantly different to 

each other, then both of them can not lie within the critical 

distance of average rank.  

 

 

5. Experimental study 

 
      In order to observe the overall performance of RCFS 

in terms of classification accuracy and runtime compared 

to other state-of-the-art feature selection methods, the ex-

periments are conducted on the entire image datasets listed 

in Table 1.   

5.1 Experimental results   

The average accuracy of NB, J48, and kNN classifiers 

and runtime of various feature selection methods are 

shown in Fig. 1 and Fig. 2, respectively. The accuracy of 

NB, J48, kNN classifiers on all the datasets with respective 

number of selected features with the feature selection 

methods are shown in Fig. 3 to Fig. 5.  

 

 

 
 

Fig. 1. Average classification accuracy of the 

state-of-the-art feature selection methods with various 

numbers of selected features from all the datasets (a) NB  

                  (b) J48 (c) kNN. 
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Fig. 2. Average runtime of all the state-of-the-art feature 

selection  methods  against  the  number of selected   

              features on all the datasets  

 

 

Fig. 3. Accuracy of NB classifier on all the datasets with 

respective number of selected features  with the feature  

                selection methods  

   

 

Fig. 4. Accuracy of J48 classifier on all the datasets with 

respective number of  selected features with the feature  

                selection methods 

 

 
 

Fig. 5. Accuracy of kNN classifier on all the datasets 

with respective  number of  selected features with  the   

              feature selection methods  

To analyze the statistical significance between the 

RCFS and other methods in terms of classification accura-

cy, the Friedman test is conducted on the accuracy of NB, 

J48, and kNN classifiers and runtime of the number of 

selected features varying from 10 to 50 in steps of 10 from 

all the image datasets with the other state-of-the-art feature 

selection methods.              

  The results of Friedman test is p = 0 at α= 0.10 on the 

classifier accuracy of NB, J48, and kNN. Hence, the null 

hypothesis is rejected meaning that all the state-of-the-art 

feature selection methods significantly differ from each 

other in terms of classification accuracy. Therefore, 

post-hoc Nemenyi test is conducted on accuracy of NB, 

J48, and kNN classifiers with all the methods on all da-

tasets, the results are recorded in Fig. 6, and the              

CD = 1.39 with α = 0.10. 

 

  
(a) 

 

  
(b) 

 

  
(d) 

 
Fig. 6. Comparison of the state-of-the-art feature 

selection methods with the Nemenyi test in terms of 

classification accuracy on  all the datasets  with 

number of  selected  features 10, 20, 30, 40,  and  50      

          (a)  NB (b) J48 (c) kNN classifiers 

 

5.2 Discussion  

 

From the Fig. 1, it is observed that the proposed 

method produces higher average accuracy compared to all 

other state-of-the-art feature selection methods for NB, J48 
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and kNN classifiers and CondRed is poorly performing for 

all the classifiers. From Fig. 2, it is evident that the pro-

posed method takes less average runtime than all other 

methods except CMIM, however CMIM takes more time 

when the number of features are increased and unfortu-

nately the CMIM is under performer in producing the ac-

curacy as it is evident from Fig. 1 that CondRed takes 

more time compared to all other methods in terms of aver-

age runtime. 

From the Fig. 3 to Fig. 5, it is observed that the pro-

posed method consistently produces better accuracy with 

NB, J48 and kNN classifiers, respectively compared to 

other methods for all the datasets.  

From Fig. 6 (a), (b), and (c) it is observed that the 

proposed method significantly differs from all other 

state-of-the-art methods compared in terms of classifica-

tion accuracy for the classifiers NB, J48, and kNN respec-

tively since it lies under separate CD for all the classifiers 

and obtains the first rank for the classifiers NB, J48, and 

kNN . From Fig. 6 (a) and (b) there is no statistical differ-

ence among the feature selection methods for classifiers 

NB and J48 except the proposed method since they lie on 

the over lapping CD. From Fig. 6 (c), it is obvious that 

there is no statistical difference among the feature selection 

methods OneR, ReliefF, CMIM in terms of classification 

accuracy with kNN classifier since they all lie on the same 

CD. There is no significant difference among the feature 

selection methods CIFE, CondRed and MIFS in terms of 

classification accuracy with kNN classifier since they all 

lie on the same CD.      

 

 

6. Conclusions and future work 

 

This paper proposed a novel ranking with clustering 

based feature selection (RCFS) for image classification. 

The performance of the proposed method is tested on var-

ious real-world image datasets and also its performance is 

compared with various state-of-the-art feature selection 

methods. From the experimental results, it is evident that 

the proposed method outperforms all other methods com-

pared in terms of accuracy and runtime. In future, this 

work can be extended with different mechanisms for re-

dundancy analysis. 
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